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Anomauyin. Axmyanenicmv 00CHIONCEHHA NOAASAE Y GUGHEHHI eMUYHUX GUKIUKIG, NO8 A3AHUX 13 YUDPOBOIO
mpancghopmayiero npagocyoosl, KA € Hegi0 EMHOIO YACMUHOI CYYACHO20 PO3BUMKY cy0080i cucmemu. Bukopucmanms
WMYYHO20 [THMENLeKmy, alOPUMMIYHUX CUCMeM Md asmomMamu3ayii cyooeux npoyecié nioguuye epexmueHicmo i
npo3opicms RPasocydosi, aie B0OHOUAC CMEOPIOE PUSUKU OUCKPUMIHAYIT, ROPYULIeHHS KOHGQIOeHYITIHOCMI OaHUX Mda 6NIUSY
Ha MpaouyiiHi NPUHYUNYU CYOOYUHCMBA. 30Kpema, aneopummityHa YynepeotceHicme, aKka GUHUKAE Yepe3 GUKOPUCTAHMHS
iCcmopuuHUX OaHux, Modice 8i0MEOPHEAMU COYIANbHI HEPIGHOCMI, WO CYynepeyums NPUHYUNAM CIpagedIu8oCcmi ma
pisnocmi nepeod 3axkonom. Kpim moeo, 3pocmanns 06cs2ié enekmpoHHUX OAHUX CMEOPIOE 3a2PO3U Ol KOHQIOeHYIIHOCMI
ma npusamuocmi 0cio, sSKi bepyms yuacme y cy0ogux npoyecax. Memor 00cniodicens: € 6UAGLEHHs MA AHAI3 eMUYHUX
BUKIUKIE Yudposoi mpancgopmayii npasocyoost, OYiHKA iX GNIUSY HA NPUHYUNU CHPABEOTUBO20 CYOY MA pPO3pPOOKA
PEKOMEHOaYil 015l eMUUHO20 Pe2yI08anHs YUPPOBUX MEXHONO02I Y CYOOBIll CUCMEMI.

Memoou ananizy exirouarOmv NOPIGHANbHO-NPABOGUL NIOXIO, CUCMEMHUN AHANI3, KLIbKICHI ma sKICHI Memoou
00CHIONCEHHS, A MAKOIC BUBUEHHS MIDCHAPOOHO20 00CBI0Y, 30KpemMa NPaKmuKky makux Kkpaix, ax Ecmonis, Hioepranou,
CIllIA, Kanaoa, Benuxobpumanis ma Cineanyp. Ompumani pesyromamu RiOmMeepolCyoms, wWo aie0pUmMIivHa
YNepeodceHiCmb, NOPYULeHHS! KOHPIOCHYIIHOCMI OAHUX MA 8NIUE HA MPAOUYILIHI NPUHYURU NPABOCYO0sl € KIHOUOGUMU
suKauUKamu. J{is1 ix ROOONAHHS 3aNPONOHOBANHO 6NPOBAOICEHHS HE3ALEHCHOZ0 AYOUMY ANCOPUMMIB, PO3POOKY 3AKOHOO0AGHUUX
MEeXAHI3MI8 pe2yno8aHHs YUGPOBUX piuleHb, 3a0e3neueHHs nPo30POCmi CyO08UX NPoYecie ma iHmezpayito MIJNCHaAPOOHUX
CMAaHOapmis 3axucmy OaHux.

Ipakxmuuna yinHicms 0o0CniOdcenHs noaseac y QOpMySaHHI OCHO8 Oisi HAYIOHANbHOI cmpameeii emuyHol
yudposizayii npasocyoosi, cnpamMo8anoi Ha 3abe3neueHHs CnpagedIu8oCmi, NPO30POCmi ma 008Iipu 00 cy00s8oi cucmemu
8 YMOBAX 2100ANbHUX MEXHOIOSIYHUX 3MIH.

Knrwowuoei cnosa: arcopummiuna ynepeosicenicms, yughposa mpancgopmayis npasocyoosi, 3axXucm nepcoHaIbHux
OaHux, asmMoMamu3zayis cyoo8UX NPOYecis, emuune peylio8aHHs MeXHONO02I, NPUHYUNU CHpAaBeoauso2o Cyoy,
MICHAPOOHULL 00C8I0 YUPPosizayii.

Dopmyn: 0, puc.: 2, mabn.:3, 6ion.: 23.

Abstract. The relevance of this study lies in exploring the ethical challenges associated with the digital
transformation of justice, which is an integral part of the modern development of the judicial system. The use of artificial
intelligence, algorithmic systems, and automation in court processes enhances the efficiency and transparency of justice,
but simultaneously creates risks of discrimination, data privacy violations, and impacts on traditional principles of legal
proceedings. In particular, algorithmic bias, arising from the use of historical data, can reproduce social inequalities,
which contradicts the principles of fairness and equality before the law. Additionally, the increasing volume of electronic
data poses threats to the confidentiality and privacy of individuals involved in court proceedings. The purpose of this
research is to identify and analyze the ethical challenges of the digital transformation of justice, assess their impact on
the principles of a fair trial, and develop recommendations for the ethical regulation of digital technologies in the judicial
System.
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The analysis methods include comparative legal analysis, a systemic approach, quantitative and qualitative
research methods, as well as the study of international experience - particularly the practices of countries such as
Estonia, the Netherlands, the USA, Canada, the UK, and Singapore. The obtained results confirm that algorithmic bias,
data privacy violations, and the impact on traditional principles of justice are key challenges. To address these, the study
proposes the implementation of independent algorithm audits, the development of legislative mechanisms for regulating
digital decisions, ensuring transparency in court processes, and integrating international data protection standards.

The practical value of the research lies in forming the basis for a national strategy for the ethical digitalization of
Justice, aimed at ensuring fairness, transparency, and trust in the judicial system in the context of global technological

change.

Keywords: algorithmic bias, digital transformation of justice, personal data protection, automation of court
processes, ethical regulation of technologies, principles of a fair trial, international digitalization experience.

Formulas: 0, fig.: 2, tabl.: 3, ref.: 23.

Introduction Problem Statement. The
digital transformation of justice is an integral
part of the modern development of the judicial
system, aimed at increasing the efficiency,
transparency, and accessibility of legal
proceedings. However, the adoption of digital
technologies in the judiciary introduces a range
of ethical challenges that require comprehensive
and systematic analysis.

Key issues arising from the digitalisation
of justice include ensuring the objectivity and
impartiality of algorithmic decision-making,
protecting the personal data of litigants, and
preserving the traditional principles of justice
amid the widespread implementation of artificial
intelligence and automated systems.

One of the most pressing concerns is
the risk of discrimination and bias inherent
in algorithmic decision-making. Algorithms,
trained on historical data, may replicate and even
amplify existing social and legal inequalities.
Furthermore, the integration of digital
technologies in court systems necessitates new
approaches to safeguarding data confidentiality,
as the increasing volume of electronic
information about litigants poses a significant
threat to the right to privacy.

Additionally, the use of automation and
remote formats for judicial proceedings may
undermine fundamental legal principles such as
the immediacy of hearings and the adversarial
nature of trials, potentially affecting the overall
quality of justice. The issue of digital inequality
is also highly relevant, as not all parties to a
case have equal access to technology or digital
resources.

Thus, the digitalisation of justice is not
merely a technological shift but also a deeply
ethical transformation that demands careful
regulation, adherence to legal standards, and the
development of robust mechanisms to protect
the fundamental principles of judicial fairness.
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Relevance of the Research. The digital
transformation of justice is an inevitable trend
in the modern world, driven by technological
advancement, the exponential growth of legal
information, and the urgent need to optimize
judicial procedures. As courts increasingly rely
ondigital tools, there is a critical need to assess the
ethical implications of this transition and ensure
that the implementation of new technologies
does not compromise the core values of justice.
The use of artificial intelligence, distributed
registry technology, automated case management
systems and electronic judiciary is significantly
changing approaches to the administration of
justice, opening up new opportunities for its
efficiency, transparency and accessibility. At
the same time, these changes raise a number
of ethical issues related to the protection of
human rights, the objectivity of court decisions,
responsibility for the use of algorithmic systems,
and the risks of digital inequality.

Particular attention should be given to the
problem of algorithmic bias, which can lead to
discrimination against certain groups of people.
Since artificial intelligence systems are trained
on historical data, they may reproduce systemic
errors and entrenched biases, which runs counter
to the principles of justice and the rule of law.
At the same time, the issue of confidentiality of
judicial data is becoming increasingly relevant, as
digital storage and processing introduce risks of
unauthorized access and data leakage. Ensuring
the security and protection of such sensitive
information is a critical task in the digital era.

In addition, digitalisation is transforming
the very structure of the judicial process,
challenging traditional legal approaches to
adversarial proceedings, the right to a fair trial,
and the principle of immediacy. Automated
decision-making may deprive individuals of
the opportunity to critically evaluate the unique
circumstances of a case, which undermines the
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ethical foundations of justice.

In the context of international trends in
the digitalisation of judicial proceedings, it is
essential to develop comprehensive legal and
ethical standards that strike a balance between
technological advancement and the protection
of fundamental human rights and freedoms. The
absence of proper regulation in this area may
lead to legal conflicts, a decline in public trust
in the judicial system, and violations of the rule
of law.

Thus, the study of the ethical challenges
posed by the digital transformation of justice is
of critical importance, as the effectiveness and
fairness of judicial systems in the context of
global digital transformation largely depend on
how these challenges are identified, addressed,
and regulated.

Analysis of the latest research and
publications. In recent years, the issue of ethical
challenges of the digital transformation of justice
has attracted considerable attention from scholars
and practitioners. Among the modern studies on
the ethical challenges of digital transformation
in justice, the following works should be
highlighted: 1) Zghama, A. O. (2024) «On the
digital transformation of justice and prospects for
the sphere of economic activity» [1], discusses
the issues of introduction of digital technologies
inthe field of justice and their impact on economic
activity; 2) Petryshyn, O. V., & Gilyaka, O. S.
«Human rights in the digital age: challenges,
threats and prospects» [2], addresses the impact
of digital technologies on human rights; 3) in the
article «The use of digital technologies in law:
prospects and challenges» the impact of digital
technologies on the legal system of Ukraine is
considered. The authors analyse the role of digital
technologies in improving access to justice and
the efficiency of the judicial system; 4) The
project “Supporting Digital Transformation” [3],
funded by USAID (U.S. Agency for International
Development,2023) and UK Dev [4] aims
to expand Ukraine’s digital capabilities and
create sustainable ecosystems for a secure and
successful future; 5) in the collective monograph
“Ukraine in the context of social and digital
transformation: ways to recovery” [5] under
the general editorship of O. V. Petryshyn, O. F.
Skakun and Yu. S. Shemshuchenko, the legal,
ethical, social, economic and technical aspects of
digital transformation in Ukraine are considered;
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6) The monograph “Legal Regulation of the
Digital Economy” [6] edited by T. O. Kolomoiets
and V. S. Sheludko, examines the current
challenges and opportunities related to the legal
regulation of the digital economy in Ukraine.

These studies emphasize the importance of
a comprehensive approach to the introduction of
digital technologies into the justice system. This
should include a special emphasis on ethical
aspects that ensure the protection of human
rights, personal data protection and adherence to
the principles of justice.

Justification for the Relevance of the
Study. The digital transformation of justice
is one of the key trends in contemporary legal
development. The implementation of artificial
intelligence, = automated  decision-making
systems, distributed ledger technologies [7], and
electronic document management introduces
new opportunities to enhance the efficiency,
transparency, and accessibility of judicial
proceedings. However, the integration of these
technologies also presents a number of ethical
challenges that require comprehensive analysis
and appropriate regulatory responses.

One of the primary concerns is the
risk of algorithmic bias, which may lead to
discrimination and violations of the principle
of equality before the law. Since algorithmic
systems operate based on the analysis of large
datasets, they can replicate and even reinforce
existing social and legal inequalities embedded
in historical data.

Another critical issue is the protection of
personal data belonging to litigants. The growing
volume of electronic information increases the
risk of unauthorized access, data breaches, and
violations of the right to privacy.

Moreover, the automation of judicial
proceedings may undermine traditional
principles of justice, particularly the principles
of immediacy and the adversarial nature of court
processes. The use of Al for evidence analysis or
for predicting court decisions could diminish the
roles of judges and legal representatives, thereby
jeopardizing the right to a fair trial. [8]

International initiatives also confirm
the importance of ethical regulation of
digital technologies in justice. The European
Commission on the Efficiency of Justice
(CEPEJ) [9] and the UN [10] are developing
recommendations on the ethical use of artificial
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intelligence in the judiciary. In Ukraine, the
active implementation of digital reforms requires
the development of a national strategy that will
strike a balance between technological progress
and respect for fundamental human rights.

The lack of clear ethical standards
and mechanisms to control the use of digital
technologies in the judiciary can lead to legal
conflicts, a decrease in trust in justice and a
threat to the rule of law [11]. That is why the
study of the ethical challenges of the digital
transformation of justice is extremely relevant,
as its results can contribute to the formation of an
effective and fair judicial system in the context
of digitalisation.

Purpose of the study. The purpose of
the study is to identify and analyze the ethical
challenges of the digital transformation of
justice, assess their impact on the principles of
fair trial, and develop recommendations for the
ethical regulation of digital technologies in the
judicial system.

The objectives of the study are as follows:
1) to analyse the conceptual foundations of
the digital transformation of justice and its
impact on judicial procedures; 2) to identify the
main ethical issues related to the use of digital
technologies in judicial proceedings; 3) to
analyse the algorithmic bias in court decisions
and propose methods to minimise it; 4) to
assess the international experience of ethical
regulation of digital technologies in justice and
the possibility of its adaptation in Ukraine; 5) to
propose recommendations for the development
of a national strategy for the ethical digitalization
of justice.

The scientific novelty of this study lies
in its comprehensive analysis of the ethical
dimensions of the digitalisation of justice and
the development of practical proposals for the
ethical regulation of digital technologies within
the judicial system.

In particular, the paper explores the
main ethical risks associated with the digital
transformation of justice by analysing
international experience — notably the case
law of the European Court of Human Rights,
the recommendations of the CEPEJ [9], and
the United Nations standards [10] on the
ethical use of artificial intelligence in the legal
domain. A critical analysis of international
regulatory practices in the field of judicial
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digitalisation is conducted, focusing on the
following: 1. Examination of approaches to the
regulation of algorithmic decision-making in
the U.S. judiciary and the implementation of
automated court systems in countries such as
Singapore, the United Kingdom, Canada, the
Netherlands, and Estonia. 2. Assessment of the
effectiveness of mechanisms for protecting the
personal data of litigants, with reference to the
General Data Protection Regulation (GDPR)
[12]. 3. Development of proposed mechanisms
for eliminating algorithmic bias in judicial
decision-making. 4. Outlining of the prospects
for regulating digital technologies in Ukraine’s
judicial system, taking into account both
international standards and the specific features
of the national legal framework.

The results of the study may serve as a
foundation for the development of a national
strategy for the ethical digitalisation of justice
and contribute to the improvement of legal
regulation in this rapidly evolving area.

Materials and methods. The study of the
ethical challenges of the digital transformation
of justice was based on an interdisciplinary
approach that integrates legal, sociological,
technological and ethical aspects. The article
uses a set of methods to analyse international
experience, identify key issues and develop
recommendations for the legal system of Ukraine.
The materials, methodology and procedures of
the study are described.

The study was based on a wide range
of information sources, including: 1) review
of scientific articles, monographs, and reports
on the digital transformation of the judiciary,
including the work of leading researchers in
this area; 2) analysis of legislative documents of
selected countries (USA, Estonia, Singapore),
international standards GDPR [12], pexomenzaa-
uii CEPEJ [9], OOH [10]; 3) studying statistical
indicators on the use of algorithmic systems in
court practice, analysing reports of independent
organisations; 4) Consideration of specific
examples of algorithmic bias e.g., COMPAS [13]
(in the United States) and successful application
of digital technologies in judicial proceedings
(Estonia, the Netherlands).

Countries for analysis were selected
based on the following criteria: 1) the level of
digitalisation of justice: the study covered both
leaders of digital reforms (Estonia, Singapore)
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and countries undergoing active modernisation
(Ukraine, Canada); 2) regulatory mechanisms:
countries with developed ethical standards (UK,
Netherlands) and countries with insufficient
legal regulation (Ukraine) are included; 3)
availability of empirical data: the emphasis is on
countries where independent studies and audits
of algorithmic systems are published (USA,
Canada).

The methods of data collection and analysis
were carried out, namely: 1) in the comparative
legal analysis, we studied legislative approaches
to the regulation of algorithmic justice, assessed
the effectiveness of personal data protection
mechanisms in different jurisdictions (for
example, comparing the GDPR [12] and
Ukrainian legislation; 2) the systemic approach
analyses the relationship between technological
innovations and traditional principles of justice
and analyses the impact of algorithmic bias
on different social groups; 3) quantitative and
qualitative methods were used to analyse the
content of court decisions in which algorithmic
systems were used, and to conduct a statistical
analysis of the results of the operation of
algorithmic systems, including a study of their
discriminatory effects; 4) A study of the situation
was conducted, namely, analysing digital reforms
in the justice sector of individual countries and
assessing the effectiveness of algorithmic audit
mechanisms in the United States, the European
Union, and other countries.

The research methodology was based on: 1)
the theory of algorithmic justice 2) legal theories
of the rule of law and the right to a fair trial; 3)
sociological concepts of digital inequality and
the impact of technology on social institutions.

Ensuring compliance with the ethical
standards of the study was achieved by
depersonalising data when using confidential
information, minimising bias through the use of
various sources, and ensuring openness through
a clear description of the methodology.

The study’s limitations include the lack of
a localised empirical base on algorithmic bias
in Ukraine, the different levels of digitalisation
of the selected countries (which affects the
generalisability of the findings), and the
dynamism of technology (which can lead to
rapid changes in the relevance of some findings).

The approach used provided a
comprehensive assessment of the ethical

133

challenges of the digital transformation of
justice, taking into account both technological
aspects and socio-legal implications. The use of
interdisciplinary analysis allowed for a deeper
understanding of the problem, and a comparative
study of international experience became the
basis for developing practical recommendations
for Ukraine. The limitations of the study
highlight the need for further local research and
adaptation of international approaches to the
national context. The results obtained can be
used to develop regulatory recommendations
aimed at creating mechanisms for controlling
algorithmic decisions and ensuring transparency
of automated court proceedings.

Results and discussion. The study of the
ethical challenges of the digital transformation
of justice has identified a number of key issues
that require attention from legislators, judges,
lawyers and other participants in the judicial
process. The main findings of the study can be
divided into several categories: algorithmic
bias, digital implementation and the impact of
digital technologies, personal data protection,
traditional principles of justice and international
experience in regulating digital technologies in
judicial proceedings.

Algorithmic bias is one of the main threats
to the fairness of digital justice. The use of
artificial intelligence and algorithmic systems in
court decisions creates a risk of reproducing and
reinforcing existing social and legal inequalities.
The most common source of bias is the historical
data on which algorithms are trained. If in the
past, court decisions were made with certain
inequalities in relation to different social groups,
algorithms may unconsciously reproduce such
imbalances.

In the United States, digital technologies
— including artificial intelligence (Al) and
machine learning algorithms — are being actively
integrated into the criminal justice system
to predict recidivism, assess risk levels, and
determine release conditions. One of the most
well-known tools in this area is the COMPAS
(Correctional Offender Management Profiling
for Alternative Sanctions) system. It analyzes
historical data, including prior convictions,
socioeconomic status, arrest history, and
demographic information.

However, a well-known investigation by
ProPublica [14] uncovered significant racial bias
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in the COMPAS system. Specifically, African-
American defendants were assigned inflated
recidivism risk scores in 77% of cases compared
to white defendants, even when the underlying
criminal circumstances were similar. This results
in unjust judicial decisions, violations of human
rights, and a decline in public trust, particularly
among ethnic minority communities.

The root of algorithmic bias lies in the
fact that such systems are trained on historical
data, which often reflect structural inequalities.
For instance, neighborhoods with higher
concentrations of ethnic minorities are more
frequently labeled as high-crime areas, attracting
disproportionate police attention and reinforcing
a cycle of prejudice and over-policing. To
address this problem, several algorithm auditing
mechanisms have been introduced in the U.S.
For example, Wisconsin, Illinois, and California
have established special commissions to evaluate

the objectivity of algorithms used in the criminal
justice system [15]. Additionally, in 2021, the
White House launched an initiative to develop
ethical standards for the use of Al in the legal
sector [16].

Despite these efforts, algorithmic bias
remains a persistent issue, due in large part to the
lack of uniform federal standards and the inherent
difficulty of correcting social inequalities
embedded in training data. Achieving fairness in
algorithmic decision-making requires continued
research, the development of more sophisticated
dataanalysis methods, and greater transparency in
how algorithms operate. Only a comprehensive,
multi-faceted approach — combining regulatory
action, technological innovation, and public
oversight can effectively mitigate the
discriminatory effects of Al in the justice system
and uphold the principle of equality before the
law for all citizens.

Table 1. Comparative analysis of algorithmic bias in different countries:

Country. Description of algorithmic Strategies to combat bias
bias
USA Algorithms often reflect Use of various data sets,
existing social biases, especially in algorithmic audits, regulatory
face recognition and hiring. frameworks.
Ukraine The problem of bias is less Raising awareness, developing
studied, but there are cases of ethical standards.
discrimination in various fields.
Singapore High level of technological Inclusive approach to Al
development, but there are also | development, regulatory framework.
cases of bias
United Algorithms can reflect bias, Use of various data sets,
Kingdom especially in justice and healthcare algorithmic audits.
systems [17]
Canada Problems of bias in hiring Data diversity, regulatory
and facial recognition systems framework.
[18]
Netherlands Cases of bias in justice Algorithmic audits, an inclusive
systems and social services [19] approach to Al development.
Estonia High level of digitalisation, Use of various data sets,
but there are also cases of bias. regulatory frameworks.

Table 1 was developed by the author based on the analysis of the sources cited therein.

Algorithmic bias presents a serious
challenge for Ukraine, where the digitalisation
of justice is only beginning to gain momentum
[20].

The main risks identified include: 1) Lack
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of independent auditing of algorithmic systems
[20]; 2) Lack of transparency in the use of
automated decision-making in judicial practice
[20]; 3) Absence of legislative provisions
regulating algorithmic justice [21]; 4) Risk of
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corrupt influence on algorithms and potential
manipulation of data.

Given these challenges, it is essential to
develop legal mechanisms for the oversight

of algorithmic decision-making, establish
independent monitoring systems, and ensure
transparency throughout all stages of digital
justice processes.

Table 2. Risks of algorithmic bias in different countries.

Country Algorithm type Risk of bias
USA [22] Predicting recidivism High
Estonia Automated solutions Medium
Netherlands Analysing the evidence Low
Ukraine E-justice High
Singapore Centralised digital Medium
solutions
United Kingdom [21] Forecasting crime High
Canada Ethical control of Low
algorithms

Table 2 was developed by the author on the basis of the analysis of the sources cited therein.

The impact of digital technologies on the
principles of justice and the digitalisation of the
judicial system as a direction of modernisation
are significantly transforming traditional
approaches to justice. Digital tools, such as
artificial intelligence and algorithmic systems,
contribute to the efficiency, transparency
and accessibility of justice. However, their
implementation requires careful analysis, in
particular with regard to technological security,
human rights protection and the ethical use
of algorithmic solutions. The experience of
different countries demonstrates both the
benefits of digital reforms and the potential
risks associated with the automation of court
processes.

Estonia, recognized as a world leader in
digital justice, effectively utilizes distributed
ledger technology to preserve the integrity of
judicial data and prevent manipulation. The
implementation of independent algorithm
audits facilitates ongoing monitoring of digital
decisions, thereby helping to uphold the
principle of judicial independence. However,
the increased automation of court processes
may impact the principle of immediacy, as
judges might increasingly rely on algorithmic
outputs rather than direct case hearings.

In the Netherlands, the Prolustitia
system automates the analysis of evidence in
criminal cases, significantly enhancing judicial
efficiency. Nevertheless, this automation raises
concerns regarding the adversarial principle,
since it may diminish the roles of judges and
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lawyers in decision-making. To mitigate these
risks, multi-level control mechanisms have
been introduced to ensure the objectivity of
court decisions.

Canada pursues judicial digitalisation
through its National Digital Justice Strategy,
which emphasizes strict ethical oversight of
algorithms. This approach strives to balance
technological innovation with respect for human
rights. Despite this, automation poses challenges
to the principle of immediacy, as judicial
reliance on algorithmic recommendations
grows. Public engagement in discussions
around digital reforms serves as a key tool to
maintain transparency.

In the United Kingdom, the algorithmic
system HART (Harm Assessment Risk Tool),
used for crime prediction, sparked significant
public backlash due to evident biases. This
controversy prompted a revision of auditing
standards for algorithmic solutions. The broader
impact of digital technologies on the principles
of judicial competitiveness and independence
remains contested, underscoring the need for
enhanced regulatory frameworks [23].

Singapore adopts a centralized model
for judicial digitalisation via the Digital
Justice Centre, which improves the efficiency
of judicial proceedings. However, concerns
about excessive state control arise, potentially
threatening judicial independence. To address
these concerns, Singapore is actively developing
ethical standards governing the use of artificial
intelligence in justice.
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Ukraine is at the initial stage of digital
transformation of the judicial system. The
introductionofe-justiceincreases the accessibility
of justice, but poses risks to the principles of
immediacy and competition. To overcome these
challenges, it is necessary to develop legislative
mechanisms to regulate digital judgements,
introduce independent audit of algorithms and
ensure transparency of processes.

Digital technologies are having a significant
impact on traditional principles of justice,

including the immediacy, competitiveness and
independence of the judiciary. The experience
of countries shows the need to develop effective
mechanisms for controlling algorithmic systems,
ensuring transparency of judicial processes and
taking into account international experience.
For Ukraine, which is at the initial stage
of digital transformation, it is particularly
important to take these aspects into account
for the successful implementation of digital
technologies in the judicial system.

Table 3. Comparative analysis of the international experience of the impact of digital technologies
on the principles of justice and digitalisation of the judicial system for the countries listed.

Country Key events and achievements

Estonia Independent audit of algorithms, monitoring of digital court
decisions, distributed registry technologies.

Netherlands ProJustitia system for analysing evidence, multi-level control over
digital technologies

Canada National strategy for digital justice, ethical control, public
engagement

United Kingdom Al ethics committee to review control rules due to HART scandal

Singapore Digital Justice Centre, a centralised approach to digital solutions

Ukraine Implementation of e-justice, digitalisation of court proceedings,
use of mobile applications

USA Use of algorithms to predict recidivism, introduction of digital
technologies in judicial proceedings

The table 3 was created by the author based on the messages indicated in the text.

Thus, the international experience of
the impact of digital technologies on the
principles of justice and the digitalisation of the
judicial system of the digitalisation of justice
demonstrates a wide range of approaches to
the introduction of digital technologies in
the judicial system. An important aspect is to
ensure transparency, technological security
and human rights protection, which remains a
key challenge for most states in the process of
digital transformation of justice.

Prospects and recommendations for
Ukraine. For the effective implementation of
digital justice in Ukraine, it is necessary to:
develop legislative mechanisms for regulating
digital judgements and algorithmic justice.

1) introduce independent audits of
algorithmic systems to monitor possible biases.

2) increase the transparency of digital
processes by providing open access to
information on the operation of judicial
algorithms.
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3) protect personal data in accordance
with international standards, including the
GDPR.

4) introduce public control mechanisms
to ensure compliance with ethical principles in
digital justice.

The impact on the traditional principles
of justice that analyse evidence may reduce
the role of judges and lawyers in the decision-
making process, which may lead to a violation
of the right to a fair trial for several reasons: 1.
Reduction of human factor (automated systems
may reduce the role of judges and lawyers in the
decision-making process, as they can quickly
analyse large amounts of data and provide
recommendations, which may lead to judges and
lawyers relying more on the results of automated
systems rather than their own experience and
intuition) [24]; 2. Algorithmic bias (algorithms
may reflect existing social prejudices, which
can lead to discrimination against certain groups
of people. For example, recidivism prediction
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algorithms can be biased against minorities,
which can lead to unfair decisions) [25]; 3.
Lack of transparency (automated systems can
be difficult to understand, which can complicate
the process of appealing decisions, and lack of
transparency in the operation of algorithms can
lead to the fact that litigants cannot understand
how the decision was made, which can violate
the right to a fair trial) [26]; 4. Reducing the
role of lawyers (automated systems may reduce
the need for lawyers to analyse evidence and
prepare cases, which may lead to a decrease
in the quality of legal aid and restrict access
to justice for some groups of people) [23]; 5.
Ethical issues. (The use of automated systems
in the judiciary raises ethical issues regarding

responsibility for decisions. If a decision is
made based on the recommendations of an
automated system, the question arises as to who
is responsible for possible errors or bias).

These factors underline the importance of
ensuring transparency, ethics and accountability
in the use of automated systems in judicial
proceedings to guarantee the right to a fair trial.
The use of digital technologies, in particular
artificial intelligence, may affect such principles
as the immediacy and adversarial nature of
the judicial process. For example, automated
systems that analyse evidence can reduce the
role of judges and lawyers in the decision-
making process, which can lead to a violation
of the right to a fair trial.

Impact of Digital Technologies on Justice Principles
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Figure 1. The digital transformation
of judicial systems around the world is
accompanied by significant ethical challenges,
in particular with regard to data protection and
information confidentiality. An analysis of the
practice of various countries, including Estonia,
the Netherlands, the USA, Canada, the UK,
Singapore and Ukraine, demonstrates both the
achievements and serious risks associated with
the digitalisation of justice.

Estonia, as one of the leaders in the field
of digital justice, actively uses distributed
registry technologies to ensure the integrity of
judicial data. However, even with strict data
protection regulations in place, there are still
risks of unauthorised access to confidential
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data, which can undermine confidence in
digital court procedures. This underscores
the need for continuous improvement of data
protection mechanisms in the context of rapid
technological development.

In the Netherlands, the ProJustitia system,
which automates the analysis of evidence in
criminal cases, is an example of the effective
use of digital tools.

However, even multi-level control does
not exclude the possibility of confidentiality
violations, which may affect the right to a fair
trial.

This  underscores the importance
of developing additional data protection
mechanisms during the process of digital
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transformation.

The United States illustrates the difficulty
of balancing the use of algorithmic systems,
such as COMPAS, which predict recidivism,
with the protection of litigants’ rights. Despite
stringent data protection regulations, cases of
unauthorized access to confidential information
remain a serious problem, requiring further
improvement of legislative and technical
mechanisms.

Canada, in implementing its National
Digital Justice Strategy, focuses on the ethical
control of algorithms. However, risks of
unauthorized access to confidential information
persist, underscoring the need to integrate
international data protection standards into
national practice.

In the UK, the Ethics Committee for
Artificial Intelligence concentrates on auditing
algorithmic systems such as HART, which has
caused controversy due to bias and privacy
violations. This demonstrates the importance of
developing transparent mechanisms to regulate
the use of digital technologies in justice [27].

Singapore, through a centralized
approach via the Digital Justice Centre, has
made significant progress in the digitalisation

of the judiciary. However, risks of excessive
government control and data privacy violations
remain relevant, requiring further improvement
of ethical standards [28].

Ukraine, currently at the initial stage of
digital transformation of its judicial system,
faces similar challenges. The introduction of
e-justice increases the accessibility of justice,
but risks of unauthorized access to confidential
information remain a serious concern. To
address these issues, it is necessary to develop
comprehensive data protection mechanisms,
taking into account international experience
[29].

Overall, the digital transformation of
justice opens up new opportunities to increase
the efficiency and transparency of judicial
processes, but at the same time poses serious
ethical challenges, including those related to
data protection. The experience of countries
around the world underlines the need to develop
strict privacy standards, transparent control
mechanisms, and continuous monitoring of
the use of digital technologies in justice. For
Ukraine, this is a key task that requires the
integration of international best practices and
the development of its own effective solutions.

Personal Data Protection in Countries with Different Digitalization Levels
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Figure 2. Personal Data Protection in
Countries with Different Digitalization Levels
was developed by the author based on the data
provided in this source [30].

Discussion. The results of the study
confirm that the digital transformation of justice
is not only a technological but also a deeply
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ethical process. Algorithmic bias, which is
evident in many countries, is a serious challenge
to the principles of fairness and equality before
the law. This is especially true in countries where
social inequalities have historically existed, and
these inequalities can be exacerbated by the use
of algorithms based on historical data.
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Personal data protection is also a critical
aspect of digital transformation. While the GDPR
in the EU provides a high level of protection, in
countries without such mechanisms, the risks
of privacy breaches remain significant. This
is particularly relevant in Ukraine, where the
digital infrastructure is still in its infancy.

The impact of digital technologies
on traditional principles of justice, such as
immediacy and adversarialism, also requires
attention. Automated systems can increase the
efficiency of judicial proceedings, but they can
also reduce the role of humans in the decision-
making process, which may lead to violations of
the right to a fair trial.

The digital transformation of justice is a
complex process that requires a careful balance
between technological progress and ethical
principles. The research findings confirm that
algorithmic bias, personal data protection, and
the impact on traditional justice principles are
key challenges that require close attention from
lawmakers and practitioners.

Conclusions. The study found that the
use of artificial intelligence (Al) and algorithmic
systems in justice significantly threatens the
principles of objectivity and equality. The
historical data on which the algorithms are based
reproduce structural social inequalities, which
leads to discrimination against certain groups
(for example, the COMPAS system in the United
States). To minimise these risks, independent
audits of algorithms, the use of diverse data sets,
and the integration of regulatory mechanisms at
the state level are required.

The growth of electronic information in
litigation poses threats to confidentiality and
privacy. The experience of EU countries [12]
and Estonia (distributed ledger technology)
proves the effectiveness of strict data protection
standards. It is critical for Ukraine to adapt
international practices, develop mechanisms for
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